Abstract

Nowadays, search tools are crucial to search for information on the Web. However, during
this time, the amount of demand information that 1s available to us on the Web 1s changing
and growing continuously, and those search technologies continually have been pushed to
the absolute limit. Therefore, various new techniques have arisen to enhance the search
process, and one of them 1is the analysis of query logs. Query logs have a mechanism to
track the history of queries sent to the search engines and the pages favored after a search,

among other data.

Classification of web pages 1s the first step of web page ranking (or we can call it indexing),
one of the most ways to achieves indexing process 1s clustering those pages into groups as
per the similarity, whenever the misclassification 1s too much less, the result will be perfect.
Not far away, clustering is a collection of algorithms that divide the data into groups related
to each other. For this job, we chose the (Microsoft learn to rank) dataset to achieve the
analysis and model building on 1it, this dataset was designed especially for researches in
this field, and it has enormous and different information about the ranking process. Because
of a quantity of mmformation, we chose randomly 16015 observations only from MSLR-
WEB30K 2 fold 1; in this study, according to the ability of our hardware and the
algorithms of analysis, some of the algorithms which used in the analysis (determine the
optimal number of clusters) can't handle the massive quantity of observations. In this thesis,
I will use clustering analysis to improve the web search ranking using comparative analysis

between k-means and genetic algorithms as a technique used for this goal.

This process including the clustering analysis to reduce the features using Principal
component analysis (PCA) with root main square error as feature reduction technique to
compute the error rate and the accuracy of the model result to get the best number of
attributes, this process achieved with cross-validation approach using extreme gradient
boost algorithm as a training model to estimate the sum of errors during a tramning
operation. After that, we will use various methods to determine the optimal number of
clusters to ensure high-quality distribution of the data in the clusters. And to test the result

of building models with k-means and genetic algorithms.
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